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The invasion of foreign species into uninhabited environments  
is a major threat to world biota and has been a focus of research  
in macro-organisms for decades1–3. In contrast, despite rel-

evance to bacterial pathogenesis4,5, only recently has attention been 
paid to microbial invasion as an ecologically important process6. 
This is partly because a traditional view in microbial ecology that 
‘everything is everywhere, but the environment selects’7 led to the 
assumption that natural microbial communities lack the biogeo-
graphic patterns necessary for invasion8–10. High-throughput 16S 
ribosomal RNA sequencing of environmental samples has chal-
lenged this perspective by revealing substantial geographic variation 
in microbial community composition across similar environmental 
and ecological parameters8,11,12. Microbial invasions are therefore 
expected to be ecologically important due to the widespread avail-
ability of environments in which the invaders can grow but are non-
indigenous6. Like other invasive species13, once established, invasive 
microbes can have large effects on the composition and function 
of resident communities14–16. These effects can in turn have impli-
cations for macro-organisms, for example through changes in the 
function of host-associated microbiomes17–19.

It is imperative to understand the ecological and evolutionary 
processes that determine invasion outcome across ecosystems. 
Classical ecological theories related to invasion were mostly devel-
oped for macro-organisms20,21. Microbes represent an emerging 
system in which to further our understanding of invasion6. For 
example, it is possible to test ideas about microbial invasion with 
high-throughput manipulative experiments that are impractical for 
macro-organisms22. Ecological theory developed for macro-organ-
isms has often proved applicable in microbial systems23—we suggest 
that the reverse is also true. Theories developed for microbes may 
be used as a basis for more general theories of invasion applicable to 
macro-organisms and microbes alike.

What factors influence the outcome of microbial invasions? 
A large tradition of microbial ecology involves studying pairwise 
competition, which is a special case of invasion where a monocul-
ture of residents is challenged by introducing identical invaders24–26. 

The dynamics of pairwise competition are normally described by 
trait-based approaches. These could be either implicit, in terms of 
positive or negative interactions between genotypes27–29, or explicit, 
driven by differential consumption and production of environ-
mental resources25,29,30. Several studies have sought to understand 
microbial invasions more generally by invading laboratory-assem-
bled microbial communities (rather than mono-cultures) with non-
native genotypes. Together, these studies have investigated the effect 
of resident community diversity31,32, resource supply33,34 and number 
of invading individuals15,35; some have also performed co-invasions 
(invasion by multiple genotypes, also referred to as community 
coalescence)16,36,37.

The models that have been applied to microbial communi-
ties have mostly adopted a trait-based approach, with ecological 
dynamics modelled at the population level38. For example, exten-
sive use has been made of Lotka–Voltera39,40 and consumer-resource 
like models30,41,42. These models have been invaluable but we sug-
gest several reasons for exploring alternative theoretical approaches. 
First, to support experimental invasions in high-diversity commu-
nities, which would require many parameters to model with exist-
ing theory43–45. Second, stochasticity is increasingly recognized as 
playing an important role in microbial communities, particularly 
during invasions where invaders are introduced in low numbers46,47. 
Third, it is generally accepted that evolution occurs on ecological 
timescales48–50 and is relevant to invasion dynamics; especially for 
microbes, which have short generation times. These evolutionary 
processes should be incorporated into theoretical studies, especially 
those focused on microbes.

Here we develop an individual-based theory of microbial com-
munity invasion that incorporates provision for high diversity, 
community invasion, stochasticity, evolution and selection. We 
used ecological neutral theory as a starting point due to its ability to 
incorporate high diversity and stochasticity in the form of ecologi-
cal drift51,52. In contrast to neutral theory, which assumes that indi-
viduals from all species have equal fitness and competitive ability, 
we use an ecological nearly neutral model53,54 where species identity 
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determines fitness in terms of reproduction probability. This allows 
invading individuals to have an inherent advantage or disadvantage 
over residents. Our model retains the ecological and evolutionary 
components of neutral theory, while relaxing the neutrality assump-
tion to allow for adaptive evolution in the form of selection and 
competition. It is especially applicable to microbial communities 
due to their asexual reproduction, high diversity and rapid evolu-
tion; however, we believe it would also be applicable more generally. 
We use our model to conduct simulated invasion ‘experiments’ in 
which a potentially diverse collection of individuals from an ‘invad-
ing community’ enter a ‘resident community’ of ‘defender’ individu-
als. The concept of one community invading another, in some cases 
referred to as community coalescence36,37,55–57, is a defining feature of 
many microbial invasions. This is in contrast to invasions of macro-
organisms, where the focus is likely to be a single invading species. 
A thorough exploration of our model’s predictions reveals five gen-
eral rules that determine the outcome of invasions. We find that: 
larger communities evolve better invaders and better defenders; 
where invader and resident fitness difference is large, invasion suc-
cess is deterministic; propagule pressure (the number of invading 
individuals) contributes to invasion success if and only if invaders 
and residents are competitively similar; increasing the diversity of 
invaders has a similar effect to increasing the number of invaders; 
more diverse communities more successfully resist invasion. These 
general rules are consistent not only with our nearly neutral model 
but also with existing niche-based explanations for invasion and 
with numerous empirical studies.

Results
To simulate microbial community invasions, we first consider a 
source community, which is in turn used to seed an invader and a 
resident community. The invader and resident communities then 
separately undergo ecological and evolutionary dynamics for a 
given number of generations. Next, a number of individuals from 
the invader community are used to inoculate the resident commu-
nity and their abundance is tracked to measure invasion success.

Throughout our simulations, the source, invader and resident 
communities are isolated from each other while being internally  
well mixed. All communities undergo their dynamics according to 
the same individual-based process, governed by two parameters: a 
mutation rate μ and selection strength s. Individuals in the com-
munity have a simple genotype, which encodes a fitness category 
c, describing how competitive they are in their environment. We 
assume a constant replenishing resource supply with each individual 
consuming an equal quantity of each resource per unit time, although 
resource supply is not explicit. The dynamics proceed as follows: in 
each time step, one randomly chosen individual in the community 
dies, leaving a proportion of unused resources, which are immedi-
ately exploited by new offspring of another individual reproducing 
asexually. All individuals are equally likely to die; however, the prob-
ability that any particular individual will reproduce is proportional 
to its fitness weight w, where w = 1 + sc. Thus, when s = 0 the model 
is neutral in that genotype and fitness category c no longer influence 
the fitness of an individual. Any new individual inherits the fitness 
category of its parent, unless it mutates with probability μ. If a muta-
tion occurs, the new individual’s fitness category either increases or 
decreases by one, and it is considered to have a new genotype.

Our model follows from neutral models in the fields of popu-
lation genetics58–60 and macroecology51. We also incorporate a 
component of selection in an ecological nearly neutral theory54 
overcoming one of the primary limitations of traditional neutral 
models, the absence of competitive differences. This is especially 
important in our study as fitness differences between the invading 
and resident communities form an essential part of a general under-
standing of invasion. There are further advantages to adopting a 
nearly neutral theory including the potential for a more realistic 
pace of community change53,54. We use the language of genotypes 
rather than species because our focus is on asexually reproducing 
microbial communities where the distinction between species and 
genotypes is essentially an arbitrary threshold61. Some pre-existing 
studies have measured diversity at genotypic level31 and others at 
species level62; we needed to choose one of these and be consistent.
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Fig. 1 | Diagrammatic representation of the model and simulation experiments. The grey box shows a single model time step; each coloured circle 
represents a single individual with genotype indicated by the colour and fitness category of that genotype indicated by the number. The bottom half of the 
diagram shows a flow chart illustrating the simulations of invasion. The stochasticity of the model guarantees eventual extinction or fixation of invaders.
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Our simulated invasion experiments consist of five steps, illus-
trated in Fig. 1.

Step 1: We start with a uniform source community containing 
R individual organisms, which is simulated for a liberal burn-in 
period of 4R generations where a generation consists of R/2 discrete 
birth–death events. Much like classical neutral theory, the distribu-
tion of genotype abundances reaches a dynamic equilibrium where 
diversity is maintained as a balance between stochastic extinction 
(ecological drift) and mutation/speciation; 4R generations are suf-
ficient to reach equilibrium (Supplementary methods) rendering 
the original initial conditions irrelevant to our results. Unlike gen-
otype abundance, the distribution of fitness category abundances 
never reaches equilibrium but instead forms a peaked distribution 
that acts as travelling wave moving with fixed speed in the direc-
tion of increasing fitness63, an evolutionary ‘arms race’ of increasing  
fitness. This appears consistent with the seemingly unbounded 
pool of potential adaptation seen in long-term microbial evolution 
experiments64,65.

Step 2: A resident community containing R individuals (the same 
size as the source community) and an invader community contain-
ing I individuals are then seeded from this source community by 
random sampling of individuals (Supplementary methods).

Step 3: For G generations, pre-invasion community dynamics are 
simulated in which both the resident and invader communities can 
assemble and evolve independently for the same amount of time. 
The invader and resident communities are not necessarily at equi-
librium after these G generations (Supplementary Fig. 1).

Step 4: A ‘flash’ invasion is carried out by replacing p individu-
als in the resident community with p randomly sampled individu-
als from the invader community. In microbial systems, this could 
reflect invaders displacing residents through direct competition (for 

example, toxin production) or indirect competition (for example, 
resource depletion). In reality, invasions could occur both as large 
instantaneous events and as a continuous trickle, like the immigra-
tion rates used in models for island biogeography66. We focus on 
the former scenario, where microbial invasions are rare but carry 
multiple individuals: this mimics typical laboratory studies.

Step 5: The resident community, including its invaders, is then 
simulated according to the same basic dynamics until invaders  
achieve fixation or go extinct; we track the invader frequency 
through time. If pre-invasion community dynamics are for a short 
period, some genotypes might appear in both the invader and the 
resident communities. In such cases, the invading individuals and 
their direct descendants are marked as distinct from the (otherwise 
identical) residents and these labelled invaders are still required to 
reach fixation or go extinct to determine the eventual invasion out-
come. A conclusive outcome is guaranteed eventually because the 
model is stochastic and total fixation or extinction of invaders are 
absorbing states51.

Depending on the model parameters, several outcomes can be 
observed. For some regions of parameter space, invasion outcome 
always achieves fixation or extinction (Fig. 2a,c). In other regions 
of parameter space, invasion outcome varies (Fig. 2b). We experi-
mented with measuring invasion success as the invader frequency at 
different points in time (ranging between 1 and 4,000 generations; 
Fig. 2d-g). We found that when measuring too soon after inva-
sion, invader frequency is entirely determined by initial propagule 
pressure and resident community size (Fig. 2d). Conversely, when 
measuring invasion too late after inoculation, invader frequency 
converges to 0 or 1 and is less informative (Fig. 2g). We therefore 
chose to define success of a single invasion as the relative abundance 
of invader community members after 40 generations post-invasion 
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Fig. 2 | one hundred independent invasion experiments for each of three unique invader community sizes. The invader community sizes were: red, 1,000; 
green, 10,000; blue, 100,000). Other parameters were fixed at s = 0.001, μ = 0.0001, p = 200, R = 10,000 and G = 600. a–c, For any given community size, 
several outcomes can be observed: the invader always go extinct (a); the invader goes to either fixation or extinction stochastically (b); the invader always 
achieves fixation (c). d–g, For these three sets of invasion experiments, we show the distribution of invader frequencies at four time points: t = 4  
generations (d), t = 40 generations (e), t = 400 generations (f), t = 4,000 generations (g). The inset of panel d shows the same data expanded along the  
x axis to aid visibility. At the end of invasion (t = 4,000) invader frequency always converges to 0 or 1 (g), whereas at start of invasion (a) invader frequency 
is largely determined by other factors. At intermediate timescales invader frequency varies on a continuous scale (e, f) between 0 and 1.

NaTURe eCoLogy & eVoLUTioN | VOL 3 | AUGUST 2019 | 1162–1171 | www.nature.com/natecolevol1164

http://www.nature.com/natecolevol


ArticlesNaTUre ecOlOgy & evOlUTION

(Fig. 2e). This balances the need for timescale to not be too long 
or too short, reflects the timescales of a typical laboratory invasion 
experiment (for example, Jousset et al.)31 and provides a simple and 
continuous measure of invasion success.

To explore the factors that will affect microbial invasion, we per-
formed simulations across a broad range of the parameter space in a 
factorial study consisting of 45,000 unique parameter combinations, 
each simulated 100 times (see Supplementary Table 1). We consider 
how these parameters affect both invasion outcome and emergent 
properties of the community such as genotypic richness and mean 
fitness category.

Across our simulations, invasion success is mainly determined 
by an interplay between community size and time allowed for evo-
lution to take place in both communities before invasion. Larger 
communities evolve at a faster rate (Fig. 3a) although this relation-
ship shows diminishing returns in very large communities, prob-
ably due to clonal interference67–69. Communities that evolve more 
rapidly tend to produce invaders with a higher mean fitness cat-
egory relative to the resident community (Fig. 3b), with the effect 
of adaptation rate more readily observed after a longer period of 

pre-invasion adaptation. When invaders have evolved too slowly 
and are therefore competitively inferior to defenders (relative fit-
ness <1), invasion almost always fails. In contrast, longer periods of 
rapid evolution allow the possibility for invaders to increase in fit-
ness relative to resident community and invasion success increases 
until invasion asymptotically converges to an upper bound of one  
(fixation of invaders after 40 generations in all replicates). 
Consequently, large communities evolve fitter invaders that have 
higher invasion success. This overall relationship displays a sigmoi-
dal curve (Fig. 3d).

When invader competitive ability is much higher or much lower 
than that of residents, invasion outcome is essentially deterministic 
and repeat invasion always results in the same outcome (Fig. 2a).  
Under such conditions, propagule pressure and number of invad-
ing genotypes have little effect on invasion outcome (Fig. 4). For 
example, even the least fit member of the invading community 
arriving as singleton still has such a large competitive advan-
tage that it will almost certainly achieve fixation. However, when 
invaders and residents have evolved similar competitive abilities, 
repeat invasion experiments can have different outcomes (Fig. 2b).  
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Fig. 3 | adaptive divergence of resident and invader community determines invasion success. a, Larger communities experience a faster rate of 
adaptation, here measured as the mean fitness category increase per generation in invader community. b, Invader communities with a faster rate of 
adaptation than resident communities will produce invaders that are fitter compared with residents. c, When the invader fitness is greater than the fitness 
of resident community members, invasion success increases rapidly. d, Overall, these factors lead to a positive relationship between size of the invader 
community and invasion outcome. Adaptation rate is measured as the mean change in fitness category per generation. Relative invader fitness is given 
as the mean fitness category of invaders divided by the mean fitness category of resident community members. In all panels, the colours correspond to 
the numbers of generations during which the invader and resident communities undergo evolution before the invasion (parameter G in Fig. 1). Invader 
community size varied (I = 500, 1,000, 2,000, 3,000, 6,000, 10,000, 20,000, 30,000, 60,000 and 10,0000) and all other parameters were fixed at 
s = 0.01, μ = 0.0001, p = 200 and R = 10,000. The discernable clusters of points in b and c correspond to different simulated parameter values for invader 
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In these circumstances, probability of success or failure is affected 
by both propagule pressure and the genotypic diversity of the invad-
ers. Large propagule pressure reduces the probability of stochastic 
invader extinction, leading to increased mean invasion success  
(Fig. 4a,b and Supplementary Fig. 2a). High genotypic diversity 
increases the probability that at least one invader is substantially fit-
ter than any member of the resident community, thus also increas-
ing the chance of invasion success (Fig. 4c,d, Supplementary Fig. 2b 
and Supplementary Fig. 3).

When resident community size (in terms of number of individual 
organisms) varies, we find a strong negative relationship between 
community diversity and invasion success as more diverse commu-
nities tend to be larger and are thus also more resistant to invasion. 
Even in the absence of selection (a neutral model with s = 0), larger 
communities are more resistant to invasion for stochastic reasons 
(Fig. 5a). When selection is incorporated (a nearly neutral model 
with s > 0), this effect is stronger because larger communities also 
evolve more rapidly (Figs. 3 and 5b). When comparing communi-
ties of identical size, those that are more diverse are still harder to 
invade for those simulations incorporating selection (Fig. 5c and 
Supplementary Fig. 4).

In addition to our exploration of parameter space, we also com-
pared our model simulations with two published microbial experi-
ments. The first of these performed invasions of Serratia liquefaciens 
into 95 different communities of Pseudomonas fluorescens covering 
a gradient of genotypic richness, measuring invasion success as rela-
tive invader abundance after 30–40 generations31. For a qualitative 
comparison with this study, we compared invasions into communi-
ties of varying richness and measured relative invader abundance 40 
generations post-invasion. To mirror the order of magnitude differ-
ence in community size that was seen empirically by Jousset et al.31  
(~3 × 106 to ~3 × 107 bacteria ml–1 for a fixed volume), our simula-
tions were conducted using three different resident community 
sizes (R = 1,000, 5,000 and 10,000). The second study by Acosta et al.  
to which we compare our results introduced the golden alga, 
Prymnesium parvum into microbial assemblages collected from 
lake water with different propagule pressures, and tracked invader 
frequency over 2 weeks15. For a qualitative comparison we com-
pared invasions into communities of constant size at three different 
propagule pressures (p = 1, 10 and 100).

When comparing our simulations to empirical data we find qual-
itatively similar results. In particular, we found a weak relationship  
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between diversity and invasion success and this shows the least 
diverse communities are the easiest to invade, consistent with empir-
ical data from Jousset et al. (Fig. 6a,b)31. We also find that propa-
gule pressure can improve invasion success and this is reflected in 
empirical time series data replotted from Acosta et al. (Fig. 6c,d)15.

Discussion
Using an individual-based nearly neutral model, we simulated 
microbial community invasion to understand the mechanisms driv-
ing invasion outcomes. We sought to mechanistically model inva-
sion dynamics in a microbial and eco-evolutionary context. Our 
model applies the rules laid out by the unified theory of ecology and 
macroevolution (UTEM)54 to govern, birth, death and mutation of 
individual organisms. UTEM was first introduced as a single com-
munity model with no dispersal limitation; here we build on this 
with two isolated communities and bespoke scenarios in which one 
community invades the other through dispersal. UTEM was devised 
on the basis of ecological neutral theory51, which assumes that an 
individual organism’s demographic rates are independent of species 
identity. However, UTEM, and by extension our model, relax this 
assumption to incorporate selection. In particular, individuals may 
have a reproductive advantage arising from their species identity, 
and can mutate in ways that are beneficial or detrimental to fitness. 
By incorporating some effects of selection, we address why classic 
neutral theory has attracted criticism in ecology and embrace the 
idea that neutral models serve as a starting point on which to build 
more complex processes70.

Unconventionally for studies of microbial community ecology, we 
did not focus on differences between species, or species interactions.  

Instead, we simulated the simplest possible scenario: a constant sup-
ply of a single resource shared equally between asexually reproduc-
ing individuals with no explicit niche construction. In this model, 
community level evolution is simply an arms race of increasing fit-
ness. Our model also differs from invasion models in macroecology, 
which typically focus on species distribution models for individual 
invasive species71–73. We expect our results to have several uses:  
(1) as a model of a single environmental niche containing high 
diversity; (2) as a parsimonious investigation of processes other 
than niches, such as stochasticity and evolution; (3) as a starting 
point for more complex future work including explicit niches; and 
(4) as a way to test whether explicit niches are required to explain 
observed patterns of community invasions.

Our simulations led us to propose five eco-evolutionary rules 
of microbial invasions that we suggest also apply more generally. 
Many of the rules depend on eco-evolutionary divergence between 
communities before invasion, mediated by community size. Larger 
communities evolve faster because they generate more variation for 
selection to act on (consistent with results at the population genet-
ics level60,74). The faster an invader or resident community evolves 
before invasion, and the longer it has to evolve, the higher the fit-
ness of community members. Greater fitness elevates the chance 
of persisting after invasion (leading to rule 1). We found that these 
evolved fitness differences between communities determine the 
impact of chance, invader propagule pressure and invader diversity 
on invasion outcome. If the invaders have evolved a strong competi-
tive advantage against residents then they will sweep through the 
community deterministically. Conversely, if the invaders are poor 
competitors, it is almost impossible for them to survive (rule 2).  
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In between these two extremes exists a neutral zone where propa-
gule pressure can tip the balance between success and failure as high 
propagule pressure reduces the change of stochastic extinction early 
during the invasion process (rule 3). Neutral processes therefore 
play a key role in invasion outcome in a neutral zone determined 
by evolved competitive differences of invaders and invaded. In 
the same neutral zone, co-invasion also increases invasion success 
independently of propagule pressure because the chance of drawing 
some individuals that are slightly more competitive is higher when 
drawing from a mixed and diverse pool of invaders (rule 4).

Rule 5 proposes that more diverse communities are more suc-
cessful in resisting invasion, a result that is often observed in low-
diversity systems75. A common ecological explanation for this 
emerges from stochastic niche theory which proposes that more 
diverse communities have stronger resource competition due to 
increased partitioning of resources and consequently are harder 
to invade76,77. Our simulations suggest several alternative explana-
tions. First, even when comparing equally sized communities, more 
diverse communities show wider variance in competitive ability, 
and are thus more likely to contain at least one superior genotype 
that can out-compete the invaders (Supplementary Fig. 3). This is 

analogous to ‘selection effects’, wherein broader species sampling in 
more diverse communities increases the probability of containing a 
single species with disproportionate influence on community func-
tion such as invasion resistance78. Second, there is a natural correla-
tion between diversity and community size; as such, more diverse 
communities evolve better defenders due to their increased size 
(rule 1). Third, even in the absence of evolution, large communi-
ties dilute the ratio of invaders to defenders and so sometimes allow 
defenders to win through sheer weight of numbers. Thus, even in 
a neutral model, where no genotype has a competitive advantage, 
a weak diversity resistance relationship is expected (Fig. 5c). These 
three mechanisms combine to produce a strong positive relation-
ship between diversity and resistance giving us our rule 5.

The rules of invasion that we propose are consistent with a 
range of invasion experiments using both microbes and macro-
organisms. For example, Rivett et al.16 showed that increasing the 
genotypic richness of invaders increased the total persistence of 
invaders as predicted by our rule 4. Furthermore, several studies 
have shown that increasing propagule pressure can increase inva-
sion success. We have highlighted one such study by Acosta et al.15 
in Fig. 6, although others have found similar results79–81. However, 
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other studies find no effect of propagule pressure82. This apparent 
inconsistency may be explained by our rules 2 and 3, which suggest 
propagule pressure only matters in a neutral zone where competi-
tive differences between invaders and residents are negligible. More 
recent experimental studies show that propagule pressure only has 
an impact when genotypes from invader and resident communi-
ties are closely related35,47. We propose that this genotypic simi-
larity indicates similarity in competitive ability and occupancy of  
the neutral zone where an effect of propagule pressure is predicted 
by our rules.

A large body of work has shown that more diverse communi-
ties are more resistant to invasion31,62,83,84, as predicted by rule 5.  
In Fig. 6, we highlight results from Jousset et al.31, which show that 
an increase in genotypic richness decreases invasibility. We find 
that even a purely neutral model can qualitatively recreate this pat-
tern. Our findings do not imply that competitive and cooperative 
interactions are unimportant, rather they suggest that such interac-
tions do not automatically follow from the observation. Our model 
cannot recreate the weak decrease in invasion resistance at very  
high genotypic richness that is sometimes seen. Experiments by 
Joussett et al.31 suggest that this pattern is due to lower production of 
invader-inhibiting toxins in high-diversity communities, a phenom-
enon that could be captured by a more complex extension of our 
model. A positive relationship between resident diversity and inva-
sion success was also reported by Jiang and Morin85. They showed 
this along a productivity gradient when measuring invasion success 
in terms of total invader abundance. Our model can reproduce this 
result, in a limited context. The mechanism is that larger (more pro-
ductive) resident communities are more diverse and better able to 
support a higher absolute abundance of invaders, even if the relative 
abundance of invaders may be declining (Supplementary Fig. 5).

Existing empirical work has mostly been unable to disentangle 
the effects of species’ traits, stochasticity and evolution. Most of the 
rules that we propose (rules 2–5) could emerge from niche-depen-
dent mechanisms as well as from the nearly neutral mechanism our 
model explores. Under a niche-based approach, invaders may show 
positive density dependence86 and so be more likely to successfully 
invade when arriving in large number (rule 3). Similarly, under 
a niche-based approach, co-invaders can facilitate each other’s  
invasion and so co-invasions would be more likely to succeed16,57 
(rule 4). This illustrates the potential generality of our rules; how-
ever, a deterministic model cannot capture rule 2. The only rule that 
does not fit the classic niche-based view is rule 1 because it covers 
evolutionary dynamics not usually considered by this approach.

While the formulation of our model was with microbes in 
mind, we expect that many of our findings will translate directly 
to macro-organism invasions87. Rapid evolution before and dur-
ing invasions is pervasive in microbes and probably has a profound 
effect on invasion outcomes50,88,89. Evolution will probably still be 
relevant to macro-organism invasions but be weaker or at least 
harder to observe. Despite this, many of our rules of microbial 
invasion have implications for macro-organisms. Our rule 1 sug-
gests that smaller and more isolated communities will be easier to 
invade; this is consistent with the catastrophic effects of invasion on 
oceanic islands20,90,91. Our rules 2 and 3, suggesting a restricted neu-
tral zone inside which invasion success is stochastic and influenced 
by propagule pressure, may also hold true in macro-organisms. 
Finding empirical evidence would be challenging due to the diffi-
culty of measuring propagule pressure and of determining success-
ful or unsuccessful invasion87,92. Invasions of macro-organisms will 
predominantly be invasions of single species into larger communi-
ties. Most experimental microbial invasions also fall into this cat-
egory6. We expect that our conclusions will directly translate to the 
special case of a single species invasion. Such scenarios represent a 
biased sample from the invading community, instead of an unbi-
ased sample consisting of multiple genotypes. We have shown with 

our simulations that sampling effects (such as drawing more indi-
viduals or a higher diversity of individuals) typically only influence 
invasion outcome in the neutral zone where invaders and defend-
ers are well matched. Consequently, we expect a biased sample of 
one genotype (or species) would do likewise; in the neutral zone the 
outcome will continue to be stochastic while otherwise outcomes 
would depend on the fitness of the single invading genotype. There 
cannot, however, be any effects of invader richness in single geno-
type invasions; our rule 4 would probably not be relevant for most 
macro-organisms.

We envisage numerous possibilities for future work. First, gradual  
invasion events could be studied rather than flash invasion events93. 
This would mean that extinction of the invaders is no longer a stable 
state of the model, as the same invading community will have the 
opportunity to make further attempts. Second, the theory could 
be applied to macro-organisms with a minimal change in termi-
nology from mutation and genotype to speciation and species.  
This will have consequences for the model details; in particular, use 
of protracted speciation94 would be more consistent with a species 
definition of diversity rather than the genotype view of our study.  
Third, niches could be incorporated by considering multiple envi-
ronments and assigning species a different fitness in each environ-
ment, with the possibility of trade-off mutations that increase fitness 
in one environment at the expense of fitness in the other environ-
ment. Such an addition of traits to the model would make it pos-
sible to incorporate trait-dependent ecological interactions, both 
antagonistic and cooperative27,95,96. A more advanced model could 
explicitly capture environmentally mediated interactions, such as 
facilitation and toxin mediated antagonism, that have been shown 
to promote and suppress invasion across a wide range of systems and 
can result in high-order and intransitive interactions97–100. Finally, 
our model was spatially implicit with invader and resident commu-
nities each being well-mixed individually and with invasion being 
modelled as a single event. The same dynamics could be simulated 
on a network of patches or a fully spatially explicit grid of locations. 
This would enable the more subtle relationship between community 
size and spatial structure to be incorporated and may have more 
general implications for microbial biogeography. For example, small 
bacterial communities may be only transient and easily swept away 
by rapid adaptation in larger communities. Evolution may homog-
enize community composition leading to the weak biogeographic  
gradients observed8.

In conclusion, we have developed and applied an eco-evolutionary 
modelling approach to microbial invasions. This has revealed five 
general rules describing invasion outcome under different circum-
stances. The rules are consistent with existing experimental observa-
tions, with intuition, and with a range of existing theory. Our model 
focuses on different mechanisms compared to previous thinking: in 
particular, it does not require explicit niches and instead points to eco-
evolutionary processes as being critical. Stochasticity and propagule 
pressure also play an important role but only in a neutral zone when 
conditions are right for this. That either niche or neutral processes 
could result in many of our rules, highlights their generality but sug-
gests the need for additional work to disentangle pattern from pro-
cess. We hope that this research will invite experimental comparison 
and help frame future studies of invasion, at both micro and macro 
scales, in the context of a broader range of possible mechanisms.

Reporting Summary. Further information on research design 
is available in the Nature Research Reporting Summary linked to  
this article.

Data availability
All data presented in this paper has been deposited in a public 
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